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Abstract—Aging, which can be regarded as a time-
dependent variability, has until recently not received
much attention in the field of electronic design au-
tomation. This is changing because increasing reli-
ability costs threaten the continued scaling of ICs.
We investigate the impact of aging effects on single
combinatorial gates and present methods that help to
reduce the reliability costs by accurately analyzing the
performance degradation of aged circuits at gate and
macro cell level.

I. INTRODUCTION

Variability has always been a fact of life in the integrated
circuit (IC) industry. Variations can be classified into four
categories:

1) Variations in the operating environment - primarily
changes in supply voltage and operating tempera-
ture.

2) Manufacturing variations - these denote deviations
in process parameters from their nominal values that
are present in an IC after it has been manufactured.
They do not change over time once the IC has been
manufactured.

3) Transient faults - single-event upsets (SEUs) typi-
cally resulting from ionizing radiation striking an IC.

4) Time-dependent variations - these denote changes
in the physical (and consequently, in the electrical)
properties of an IC over time caused by aging effects.

Variations in the operating environment are handled
during the design process by specifying a range (e.g.
VoD min and Vpp mas) within which the IC has to meet
the specified properties (e.g. frequency or power consump-
tion). Manufacturing variations have traditionally been
considered by specifying so-called process corners which
describe e.g. for delay the best or worst realistic combi-
nations of process parameters, thus establishing generous
guardbands against parameter variations. This modeling
is increasingly considered to be problematic, due to two
reasons: in more advanced process technologies, parameter
variations have been increasing relative to their nominal
values, and variations of parameters within one die (which
are not addressed by the corner-based design methodol-
ogy) have gained in importance.

Statistical design methodologies have therefore been
proposed as a remedy for dealing with manufacturing vari-
ations. Initially, the focus has been on analysis techniques
for performance known as statistical static timing analysis
(SSTA) [1], which later have been extended to power
consumption. Building on these analysis techniques, some
optimization approaches have also been suggested. This
research has flourished mostly during the last five years.
Meanwhile, for the major fundamental problems involved
in SSTA (e.g. delay modeling for cells and interconnect;
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Fig. 1: Aging analysis of ISCAS circuit c7552.

propagation of delay distribution through a circuit; con-
sideration of correlations; integration into the design flow),
various solutions have been proposed and a first consensus
has developed in the research community about the most
promising approaches. A detailed overview of this field is
given in [2]. Startups have been created, established EDA
vendors have integrated SSTA techniques into their timing
analysis tools, and first reports of designers employing
these approaches are available since some time already [3].

Transient faults have been a problem for memory and
they start to threaten logic as well. Several techniques have
been published for analyzing the impact of, or reducing an
IC’s susceptibility to, SEUs [4].

Time-dependent variation, on the other hand has by
far not received a similar amount of attention. Additional
effort is required, because the performance gain by moving
from one technology to the next is shrinking, and the
reliability costs, necessary for a fault-free operation under
variability, are increasing. Hence, the transition to the next
technology may soon be no longer profitable because of the
increased reliability costs [5]. To continue scaling as long
as possible, the reliability costs have to be reduced.

This work reviews methods to analyze the performance
degradation of digital circuits caused by aging. Without an
accurate aging-aware STA (in the following also referred
to as aging analysis), the impact of aging on circuit delay
is hard to estimate and again generous guardbands have
to be applied. If those guardbands are too pessimistic
(see Fig. 1), area and power is wasted and the product
is less competitive. An underestimation of the circuit
degradation is even worse. The circuit may fail before
the end of its specified lifetime. If the failure is detected,
expensive redesigns are necessary. Otherwise, the chip may
fail after it is shipped to the customer. Aging analysis
enables an accurate estimation of the aged circuit delay. If
no information about the workload is available, the worst-
case aged circuit delay can be obtained. With workload
information, the degradation can be estimated more accu-
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rately, because the degradation strongly depends on the
input signals over lifetime.

The next section investigates the impact of aging on
combinatorial gates. An overview of the state of the art is
provided in Sec. III. In Sec. IV and V aging analysis on
gate and macro-cell level are presented. Sec. VI gives some
results and a conclusion is drawn in Sec. VII.

II. IMPACT OF AGING EFFECTS ON COMBINATORIAL
GATES

First, the impact of negative bias temperature instabil-
ity (NBTI) and hot carrier injection (HCI) on transistor
parameters is investigated. Then, the sensitivity of single
gates with respect to a change of transistor parameters is
simulated (see Fig. 2).

A. Threshold voltage drift caused by NBTI

Negative bias temperature instability (NBTI) is re-
garded as the most severe drift-related aging effect nowa-
days [6]. The impact of NBTI on PMOS transistors is
modeled as a threshold voltage drift AV;,. There is no
consensus yet on the physical foundation of NBTI. One
popular opinion is that additional states at the interface
between silicon and oxide are created. AV, has an ex-
ponential dependence on temperature and supply voltage
(see Fig. 2a) and the time dependence is logarithmic.

NBTI degrades a transistor that is in inversion. To
determine the time a transistor is in stress the static signal
probability (SP) is used [7]. SP is the average fraction of
the clock period a signal is at logic high. Fig. 3 shows AV,
over SP. The graph neglects an effect called annealing
that is not very well understood at the moment. Due to
annealing AV}j, recovers when the stress is removed, but
there is still a debate whether the drift recovers completely
or just partially.
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Fig. 4: Voltage and temperature dependence of HCI.

B. Drift of drain saturation current due to HCI

Hot carrier injection (HCI) is getting renewed interest in
more recent technologies [8]. It damages a transistor due to
accelerated carriers, which can be either holes or electrons.
They are accelerated in the lateral electric field and receive
enough energy to overcome the potential barrier between
the silicon and the gate oxide and leave the channel. The
transistor characteristics are degraded by a small portion
of those carriers which are caught in the gate oxide. The
degradation equation yields a degradation of the drain
saturation current Al,,. HCI has a linear dependency
on temperature. The dependency on supply voltage is
exponential (see Fig. 4), and the time dependence is
logarithmic. A transistor degrades due to HCI when there
is a transition from non-conducting to conducting state.
Transition density (7'D) can be used to determine the
time the transistor is in stress. It is defined as the average
number of transitions at a net.

C. Sensitivities of single gates

The sensitivities of single gates are simulated using a
fan-out-3 test structure (the gate under test has to drive
three identical gates and it is driven by a gate that also
has to drive three gates). Fig. 5 shows the degradation of
the inverter delay for a drift of V;;, and I,,, respectively.
The sensitivities can well be linearized until 10% I,,
degradation and a 15% V;;, drift. These drift values are
not reached even for quite demanding operating conditions
over lifetime (10y, 1.32V and 125°C). This is important
for our proposed aging-aware gate model, because it uses
linearized sensitivities.

NBTTI only affects PMOS transistors. Therefore, NBTI
only degrades the gate delay for a rising input signal
transition at single-stage gates. In this case, the pull-up
network has to charge the output load. Fig. 2b shows that
the sensitivity strongly increases with reduced supply volt-
age. The sensitivities of different gate types are depicted in
Fig. 6a. NOR gates are more sensitive compared to NAND
gates or inverters due to their PMOS transistor stack.

D. Technology trend

There is no clear trend observable how parameter drifts
are affected by technology scaling. The drifts are strongly
dependent on the electric fields. Those fields increased over
the last years, because the supply voltage was not scaled as
aggressively as the transistor sizes. With the introduction
of high-k metal gates the lateral fields decrease again, but
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also a new aging effect called positive bias temperature
instability (PBTI) is becoming relevant.

How the parameter drifts are going to evolve can not
be projected well. What can be seen, however, is that
the gates are getting more and more sensitive to a drift
of transistor parameters for newer technologies. This is
caused mainly by the continued reduction of the supply
voltage (see Fig. 6b).

Modern circuits often dynamically adapt their sup-
ply voltage and frequency to reduce power consumption
(DVFS). This complicates the aging analysis, because now
the circuit’s supply voltage over the lifetime is unknown
during the design phase. The worst case condition is, when
a circuit operates in a high performance mode for a long
period of time and then switches to a low power mode
(the transistor parameters drift a lot due to the increased
supply voltage in the high performance mode and the
circuit is very sensitive in the low power mode).

III. STATE OF THE ART

Approaches to analyze the impact of aging effects have
been published at transistor and gate level [9]. To the best
of our knowledge, there is no model available above gate
level, except our aging-aware timing model for macro cells,
presented in Sec. V.

A. Approaches on transistor level

Tools, such as BERT [10] or RelXpert [11], work as
follows: The fresh circuit is simulated and the relevant
current and voltage waveforms at the transistor terminals
are stored. Those waveforms are used to generate degraded
transistor models for each individual transistor. Finally,
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the degraded circuit performances are obtained by a sec-
ond simulation with aged transistors.

Such tools have a very good accuracy if the provided
degradation models describe the degradation of the tran-
sistor characteristics accurately [12].

B. Approaches on gate level for HCI

Aging analysis tools on transistor level require realistic
input signals and the simulation is very time consuming.
Hence, they are not applicable for complex digital circuits.
Nevertheless, they can be used to characterize aged gate
models. The aging-aware gate model GLACIER [13] con-
siders HCI and defines a factor « as follows:

daged

o (1)
0

The aged gate delay dygeq and the fresh gate delay do
have to be calculated. dy is dependent on input slope
sin, and output load Cf. dggeq is also dependent on the
transition density T'D at the input. For a multi input
gate dggeq depends on T'D at every input. To reduce the
complexity, it is assumed that the gate delay for each input
can be calculated by considering the contribution from the
switching of all inputs as follows:

aziai—(n—l)
i=1

Where n is the number of transistors connected in series
and «; is the contribution of one input pin when just this
input switches.

A gate is characterized for one specific use profile. If for
example the specified life time changes, the gate has to be
re-characterized.

C. Approaches on gate level for NBTI

All proposed models have in common that dggeq is
the sum of dyp and the degradation as a function of the
threshold voltage drift Ad(AV;,) caused by NBTI:

daged = dO + Ad(AV;fh) (3)

In [14] the dependence of AV, on Ad is obtained during
gate characterization. In addition, it is shown that AV,
does not depend on the actual signal waveform but it is
enough to calculate the signal probability SP. [15] derives
Ad(AVyy,) from the a-power-law. In [16] different temper-
atures during operation and stand-by are considered for
the calculation of AVy,, and [17] introduces the stacking
effect which takes into account that not all transistors in
a transistor stack have Vpp as their gate source voltage.

All gate models have in common, that they use just
one value for AV, although, in general AV;, differs for
different transistors. Either AVy, is calculated for every
transistor and the maximum is taken or the AV}, of the
transistor with an input transition is taken.

a(sin,Cr, TD) =

(2)

IV. AGING ANALYSIS ON GATE LEVEL

For an aging-aware STA a gate model is needed which
provides aged gate performances (e.g. dqgeq and aged
output slope Sout,aged). As shown in Sec. II, the aged
gate performance is dependent on lifetime ¢, temperature
over lifetime T¢s s, supply voltage over lifetime Vs, and
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workload WL at the gate inputs. WL is given by signal
probability SP and the transition density T'D. Tess, Veyy,
and t are combined into the use profile UP. Like the
fresh gate performances, the aged gate performances are
furthermore dependent on the current supply voltage V'
and temperature 7" when the circuit is analyzed.

The next section will give an overview of the aging
analysis flow and in section IV-B our proposed aging-aware
gate model, AgeGate, is discussed in detail. Compared
to previous approaches AgeGate has the following advan-
tages:

o It provides degraded performance considering both

dominant aging effects (NBTT and HCT).

o It considers that the transistors of a gate degrade

individually.

o The aged output slope is calculated in addition to the

aged gate delay.

A. Owverview of aging analysis flow

The first step of an aging analysis is to specify the
use profile (see Fig. 7). In the current implementation it
is assumed that all gates are exposed to the same UP,
but it is also technically feasible for each gate to have
its individual UP in case there is information about the
temperature and the supply voltage distribution.

Next, the workloads for all the nets have to be deter-
mined. For this purpose we propose three methods, in
order of decreasing accuracy:

o If realistic input vectors are available, a logic simula-
tion can be performed to determine SP and T'D for
every net.

Otherwise, if values for SP and T'D at the primary
inputs are available, a probabilistic method can be
applied to propagate SP and T'D through the circuit.
A survey of probabilistic methods that are also used
for power analysis is given in [18].

In case no specific workload information is available,
a worst-case aging analysis can be performed by
specifying worst-case values for SP and T'D for all
nets.

Finally, the actual timing analysis is performed. This
step is similar to a traditional STA but an aging-aware
gate model is used. For every transistor of a gate the prob-
ability that this particular transistor is in stress condition
is calculated. Then, the parameter drifts for each transistor
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are computed and the aged gate delay and output slope
are determined.

B. AgeGate: Aging-aware gate model

The gate model [19] is based on the same idea that
was also used to determine the impact of aging effects
on combinatorial gates in section II. A canonical gate
model provides aged gate delay and output slope for
given parameter drifts of individual transistors and those
drifts are calculated by technology specific degradation
equations.

1) Canonical gate model: The aged gate delay dggeq is
calculated by a first order Taylor approximation at the
nominal transistor parameter values:

daged =dp + Ad (4)
Ad = Z (a‘fd AI/th,m + alad AIon,m)
mEGATE th,m on,m
(5)

dageq is the sum of the nominal gate delay dy and the
degradation of this delay Ad. GATE is the set of all
transistors of the gate. The partial derivatives 94/ov,, ,,
and 94/91,,, . are obtained during the characterization of
the gate and AV}, and Al are the parameter drifts
for a transistor m.

The degraded output slope is modeled similarly to the
degraded gate delay.

2) Degradation equations: The parameter drifts depend
on UP, the transistor sizes W and L and on the stress
probability Pgress:

A‘/;Sh = f(UP7 Pstr6557 VV, L) (6)

(7)

Pstress is the fraction of lifetime that a transistor degrades
because the stress conditions for a particular aging effect
are fulfilled.

AIon = f(UP, Pstr6357 WL)

tstress

: 5)

Pstrass =

3) Stress probability calculation: For every transistor
the stress probabilities for NBTI Pgpess nprr and HCI
Psiress,mcr have to be determined.

Psiress 1S dependent on the voltages at the transistor
terminals over the lifetime. The challenge is to calculate
Psiress from the workload at the gate inputs and the
internal gate structure.

Therefore, it is checked when a transistor is in stress
condition and how this depends on the workload at the
gate inputs. For instance, transistor Mpp in Fig. 8 de-
grades due to NBTTI if input A and input B are at logic
low. For independent input signals Pspess, np71 for Mpp
is (1 — SPB) . (1 — SPC) [20]

In [19] the calculation of Pstress nrr and Pstress oot
are derived formally, and it is shown how Pgiess can be
calculated for dependent gate input signals.
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4) FExtensions for multi-stage gates: The gate model as
described until now is applicable for single-stage gates (e.g.
NAND, NOR). For multi-stage gates (e.g. AND, OR) two
problems arise: (1) To calculate Pgstress SP and T'D are
needed for all nets that are connected to a transistor gate
terminal. SP and T'D are just available for the gate inputs,
but not for internal nets. (2) The signal slope s;, at the
gate terminal is required for the calculation of Psiyess, ot
But s;, is also just available for gate inputs.

SP and T'D for internal nets are obtained by decompos-
ing multi-stage gates into multiple single-stage gates. Then
it is possible to propagate SP and T'D by a probabilistic
method from the gate inputs to the internal nets. The
slope of internal nets is obtained during gate characteriza-
tion. In addition to the output slope the slope of internal
nets is characterized as well.

V. AGING ANALYSIS OF MACRO CELLS

To consider aging in an early design phase aging-aware
timing models at higher abstraction levels are required.

Macro cells, such as adders or multipliers, are more
complex than standard gates. These logical/arithmetic
blocks are used to represent a circuit at register-transfer-
level. A single value is enough to specify the timing of a
macro cell if aging effects are not considered (e.g., adder
with 1ns delay). The maximum delay is determined by
the delay of the critical path. Due to aging the path
delays increase. Dependent on UP and WL, some paths
may degrade faster and others may degrade slower. This
means there are multiple possible critical paths for an aged
macro cell. Which path becomes the critical aged path
depends on the use profile and the workload the macro
cell encounters.

An aging-aware timing model at higher abstraction
levels enables us to:

o consider the impact of aging on a system early in the
design process,

o determine the system performance quickly at the
system level,

o perform an extensive exploration of the design space.

Such models can, for instance, be used in high-level
synthesis (HLS). One important step in HLS is schedul-
ing. During scheduling, arithmetic/logical operands are
mapped on time slots of duration Ty (see Fig. 9). There-
fore, a pre-characterized library with different implemen-

Fig. 9: The dotted circles indicate the aged performances.
The circuit fails because the second adder needs the result
before the first adder has finished its calculation.

tations of macro cells is required. The individual im-
plementations differ in their characteristics (delay, area,
power). The schedule is generated by choosing optimal
implementations from the pre-characterized library [21].

If aging is not taken into account during synthesis, it is
possible that the system fails before the end of its specified
lifetime because the time of a macro cell for performing a
calculation is no longer sufficient. At the moment a macro
cell is characterized for the library, it is unknown how the
cell will be utilized. Therefore, a timing model is needed
which provides the maximum delay of a macro cell as a
function of the use profile and workload.

A. Proposed timing model

The proposed timing model [22] takes the internal struc-
ture of the macro cell into account. It is based on a strongly
reduced timing graph.

A timing graph (TG) is a weighted directed acyclic
graph (see Fig. 10). The nodes represent the nets of the
circuit and the edges represent timing arcs. A timing arc is
an edge from a gate input net to a gate output net. Edge
weights correspond to the cell delay for a signal transition
at a particular gate input. Two additional nodes are added
to the TG. A source node S is connected to all primary
input nodes, and all primary output nodes are connected
to a sink node T. The timing model considers different
gate delays for rising and falling input transitions.

The basic idea for the macro cell timing model is to take
the timing graph of a circuit and to remove all elements
that do not belong to a possible critical path. This reduced
timing graph no longer represents the entire circuit, but
contains only those paths that might become critical for
a specific UP and WL (see Fig. 10 (c)). Identifying those
edges that are part of a possible critical path plays a key
role in this approach.

The timing graph is reduced by successively applying
three steps:

o Block-based reduction step: A static timing anal-

ysis with intervals is performed.

o Path-based reduction step: Only those paths can
be possible critical paths which have a worst-case aged
path delay that is greater than the critical path delay
of the fresh (not aged) circuit. All other paths are
removed from the TG.

o Reconvergent fan-out reduction step: For those
paths that share common edges, it is checked whether
the faster path is also a possible critical path or not.

The order of the reduction steps is chosen such that
the more efficient steps (in terms of time complexity) are



Fig. 10: The ISCAS’85 circuit c¢17 is depicted in (a). A timing graph is shown in (b). An example of a reduced TG is

shown in (c)

applied first. Hence, less efficient methods work on an
already reduced TG.

When the timing model is generated, the use profile
and the workload are unknown. Therefore, the exact gate
delays are unknown as well. Only a lower and an upper
bound for the gate delays can be determined. The delay of
a gate has to be at least the fresh gate delay dy and can not
be greater than the maximum aged gate delay duged,maz-
For the timing model generation a validity region has to
be specified by defining maximum values for temperature,
supply voltage and lifetime. These values determine the
upper bound dyged,maq-

When a timing analysis is performed, the timing model
of the macro cell has to be evaluated. Now, UP and WL are
known and the exact delays for the remaining edges of the
reduced TG can be calculated. To determine the workloads
at the remaining nodes of the reduced TG, the workloads
at the inputs of the macro cell have to be propagated
through the TG. This can, for instance, be done with a
probabilistic method from [18].

As long as the values for temperature, lifetime and
supply voltage for the aging analysis are chosen from
within the validity region, the macro cell timing model is
as accurate as an aging-aware timing analysis at gate level.
This is because only those edges of the TG are removed
that are uncritical for the specified validity region. The
stronger the TG can be reduced the larger is the speed-
up of our proposed timing model compared to an aging
analysis at gate level.

B. Block-based reduction step

When lower and upper bounds for the gate delays
are available, a block-based static timing analysis (STA)
with intervals can be performed. For each node of the
timing graph the interval with the minimum and max-
imum possible arrival time is calculated by propagating
the arrival time intervals from the primary inputs to the
primary outputs. The two fundamental operations that
are necessary for the STA - sum and max - are defined
for intervals as follows:

sum([A;, Ay, [Bi, Bu]) = [A1 + By, Ay + By (9)
max([A;, Au], [Bl, Bu]) = [max(Al,Bl),max(Au,Bu)(]m)

For the reduction methods the lesser than operation for
intervals is needed, too:

[Al,Au] < [Bl7Bu] =A, < B (11)
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The greater than operation (>) can be formulated corre-
spondingly.

After the arrival time intervals are calculated for all
nodes, the TG can be reduced by removing those incoming
edges that do not contribute to the arrival time interval
at the node. An edge can be removed if and only if the
resulting arrival time interval over this edge is smaller than
the actual arrival time interval after the max-operation
(see Fig. 11).

The block-based reduction step has a time complexity
of O(n), with n being the number of nodes.

C. Path-based reduction step

The path based reduction step exploits that a path can
only become the critical path if the worst-case aged path
delay D,g4. of this path is greater than the path delay of
the fresh (not aged) critical path Dy (see Fig. 12). The
paths are enumerated with respect to D, — from the
slowest to the fastest path. To get Dyg4. the upper bound
of the edge weights must be used for calculating the path
delays.

The path-based reduction step has an exponential
worst-case time complexity with respect to the number of
nodes. Fortunately, for most circuits only a small subset
of all paths will have a D,4. greater than Dy. Hence, the
complexity is usually much smaller than the worst-case.
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D. Reconvergent fan-out reduction step

The last reduction step checks for paths that share
common edges whether the faster of both paths (smaller
aged path delay Dqge) is also a possible critical path.

The example in Fig. 13 illustrates the idea. The arrival
time intervals at node D for P; are D(P;) = [30, 33] and
for P, D(P.) = [27,31]. According to the block-based
method, both paths are possible critical paths because
the upper bound of D(P,) is not less than the lower
bound of D(P;). But this consideration is too pessimistic,
because for the two path delays different values of the
gate delay over edge (A, B) were assumed. For the lower
bound of D(P;) the gate delay was minimal and for the
upper bound of D(P,) the gate delay was maximal. This is
impossible. The gate delay is unknown, but for both paths
the gate delay of (A, B) must have the same value. There-
fore, common edges can be neglected. By just considering
the disjoint sub-paths the edge (B, D) can be removed,
because D(Pi\Py) = [20,22] > [17,19] = D(P2\P1).

For this method all paths have to be compared to all
faster paths. The worst-case time complexity with respect
to the number of nodes is exponential as well.

VI. RESULTS

Transistor parameter drifts and aged signal slopes are
mutually dependent. A small experiment should show,
whether it is justified to calculate the parameter drifts
from fresh output slopes or if a iterative approach is
beneficial.

For this purpose a NOR2 ring oscillator is simulated
with RelXpert (65 nm, 1.7V, 145°C, 700 h). In a first run,
the fresh waveforms are used to degrade the transistors.
In a second run, aged waveforms are used. The aged
waveforms are obtained by simulating the degraded oscil-
lator from the first run. The degradation of the oscillator
frequency is 5.35 % and 5.43 %, respectively. An iterative
approach would give a value in between. Hence, there is
no significant advantage from an iterative approach.

A. Aging analysis on gate level

The ISCAS’85 benchmark circuits are analyzed with our
proposed aging analysis flow. The use profile is 10y, 1.32V
and 125°C. For the workload either worst-case values are
specified or a probabilistic method is used. An industrial
90 nm standard gate library was characterized for 27°C
and 0.9V.

Fig. 14 shows the degradation of the critical path for
different simulator settings. Either just one effect is con-
sidered (HCI, NBTTI) or both effects (BOTH). To show the
importance of taking the aged output slope into account,
NO_SLP is an analysis were both effects are considered
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Fig. 14: Comparison of different analyzer settings.
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Fig. 15: Aging analysis with individual transistor drifts
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but no aged slope is calculated. On a 2.4 GHz CPU with
2 GB RAM the analysis of the largest ISCAS circuit took
34s.

Fig. 15 shows the difference between calculating indi-
vidual transistor drifts or assuming that all transistors of
a gate degrade equally.

It is difficult to compare the results from our gate model
to results from already published aging-aware gate models,
because different technologies and degradation equations
are used. But the results show that it is important to
consider the aged output slope, otherwise, the degradation
would be underestimated by 24 %. And by not calculating
individual transistor drifts the degradation would be over-
estimated by 20 %.

B. Aging analysis of macro cells

For our aging-aware timing model for macro cells, we
investigate how far the TG can be reduced, because this
determines the achievable speed-up. The validity region is
5y, 1.2V and 100°C. We focus our evaluation on the speed-
up of the timing model, because as long as the use profile
is from within the validity region the accuracy depends
just on the used aging-aware gate model.

Fig. 16 shows reduction ratios after applying first the
block-based reduction step, then the path-based reduction
step and finally the reconvergent fan-out reduction step.
The reduction ratio is defined as:

removed nodes (edges)
nodes (edges) of original TG

(12)

On average the nodes of the timing graph are reduced by
87 % and the edges by 91 %. This results in a mean speed-
up of 27x (maximum speed-up 60x). The generation of
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Fig. 16: Achieved reduction ratios with block-based (BB),
path-based (PB) and reconvergent fan-out (REC) reduc-
tion step.

the timing model took less than 1 min for all circuits except
c432 which took 7min on a 2.67 GHz CPU with 12GB
RAM. Circuit c6288 could not be analyzed because the
algorithm was not able to enumerate all necessary paths
in the path-based reduction step.

VII. CONCLUSION

We investigated the impact of aging on combinatorial
gates and introduced an aging analysis flow on gate level
and an aging-aware timing model for macro cells.

There is no clear trend observable for the parameter
drifts caused by aging in recent and future technologies,
but the circuit sensitivity with respect to a parameter drift
is increasing due to the continued reduction of the supply
voltage.

Our aging-aware gate model, AgeGate, considers indi-
vidual transistor drifts and an aged output slope. Without
individual transistor drifts the degradation is overesti-
mated by 20 % and without calculating a degraded output
slope the degradation is underestimated by 24 %.

The aging-aware timing model for macro cells provides
the maximum gate delay. The key idea is that the timing
model just contains possible critical paths. It is as accurate
as a timing analysis on gate level, but in average 27x
faster.
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